THE RIESZ-DUNFORD AND WEYL FUNCTIONAL CALCULI

B. JEFFERIES

Abstract. Let $A_1, A_2$ be two bounded linear operators such that the spectrum $\sigma(A_1 \xi + A_2 \xi^2)$ of every real linear combination $A_1 \xi + A_2 \xi^2$ of $A_1, A_2$ is real. We prove that the spectrum $\sigma(A_1 + i A_2)$ of $A_1 + i A_2$, considered as a subset of the plane $\mathbb{R}^2$, is contained in the monogenic spectrum $\gamma(A_1, A_2)$ of the pair $(A_1, A_2)$. As a consequence, if $A_1, A_2$ are two bounded selfadjoint operators acting on a Hilbert space, then $\sigma(A_1 + i A_2)$ is included in the support of the Weyl functional calculus for the pair $(A_1, A_2)$.

1. INTRODUCTION

In the Riesz-Dunford functional calculus, a function $f(T)$ of a single operator $T$ is defined by the Cauchy integral formula

$$f(T) = \frac{1}{2\pi i} \int_C (\lambda I - T)^{-1} f(\lambda) \, d\lambda,$$

(1)

for a function $f$ holomorphic in a neighbourhood of the spectrum $\sigma(T)$ of $T$ and a simple closed contour $C$ about $\sigma(T)$. For two bounded selfadjoint operators on a Hilbert space $H$ or hermitian matrices $A = (A_1, A_2)$, the operator valued distribution

$$\mathcal{W}_A : f \mapsto \frac{1}{(2\pi)^2} \int_{\mathbb{R}^2} e^{i\langle \xi, A \rangle} \hat{f}(\xi) \, d\xi, \quad f \in \mathcal{S}(\mathbb{R}^2),$$

(2)

is the Weyl functional calculus for the pair $A = (A_1, A_2)$. In formula (2), for each $\zeta \in \mathbb{C}^n$, the operator $\sum_{j=1}^n \zeta_j A_j$ is denoted here by $\langle \zeta, A \rangle$, the Schwartz space of rapidly decreasing functions is denoted by $\mathcal{S}(\mathbb{R}^2)$ and $\hat{f}$ is the Fourier transform $\xi \mapsto \int_{\mathbb{R}^2} e^{-i\langle x, \xi \rangle} f(x) \, dx, \xi \in \mathbb{R}^2$, of $f \in \mathcal{S}(\mathbb{R}^2)$. The operator version
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of the Paley-Wiener theorem shows that the distribution $\mathcal{W}_A$ has support $\gamma(A)$ contained in the closed unit ball of radius $r = \sqrt{\|A_1\|^2 + \|A_2\|^2}$ centred at zero in $\mathbb{R}^2$. Standard arguments of distribution theory enable a unique extension of the map defined by formula (2) to a distribution $\mathcal{W}_A : C^\infty(\mathbb{R}^2) \to \mathcal{L}(H)$ [1, 9]. The compact set $\gamma(A) \subset \mathbb{R}^2$ may be viewed as a type of joint spectrum for the possibly noncommuting operators $A_1, A_2$. If $A_1, A_2$ do commute, then $\mathcal{W}_A$ is actually the joint spectral measure of $A = (A_1, A_2)$ viewed as an operator valued distribution and $\gamma(A)$ is the joint spectrum of $A$.

Let $j$ denote the usual identification of $\mathbb{R}^2$ with $\mathbb{C}$ defined by $j(x_1, x_2) = x_1 + ix_2$ for $x_1, x_2 \in \mathbb{R}^2$. It is natural to ask if the inclusion $\sigma(A_1 + iA_2) \subset j\gamma(A)$ holds. Also, if $f$ is a holomorphic function defined in a neighbourhood of $j\gamma(A)$, does the linear operator $f(A_1 + iA_2)$ defined by formula (1) equal $\mathcal{W}_A(f \circ j)$? It was shown in [1, Theorem 5.1] by an appeal to Runge’s Theorem, that the answer is affirmative if $f$ is a holomorphic function defined in a simply connected neighbourhood of the union $\sigma(A_1 + iA_2) \cup j\gamma(A)$.

It was also proved in [1, Corollary 5.3] that the convex hull of $j\gamma(A)$ contains $\sigma(A_1 + iA_2)$. In this note, the inclusion $\sigma(A_1 + iA_2) \subset j\gamma(A)$ is established. It seems that the easiest route to this observation is by employing Clifford algebras, as follows.

Suppose that $\lambda \in \mathbb{C}$ and $\varphi_\lambda(x_1, x_2) = (\lambda - (x_1 + ix_2))^{-1}$ for all $x_1, x_2 \in \mathbb{R}$ such that $x_1 + ix_2 \neq \lambda$. The inclusion $\sigma(A_1 + iA_2) \subset j\gamma(A)$ is obviously a consequence of the formula

$$\mathcal{W}_A(\varphi_\lambda) = (\lambda I - (A_1 + iA_2))^{-1}, \quad \lambda \in \mathbb{C} \setminus j\gamma(A),$$

where we suppose here that the right-hand side makes sense of all $\lambda \in \mathbb{C} \setminus j\gamma(A)$. The left-hand side of equation (3) is defined because for each $\lambda \in \mathbb{C} \setminus j\gamma(A)$, the function $\varphi_\lambda$ is smooth in a neighbourhood of the support $\gamma(A)$ of the operator valued distribution $\mathcal{W}_A$. The equality (3) is asserted in [3, Lemma 1], but there is a gap in the argument—precisely because the subset $\gamma(A)$ of the plane may have gaps or lacunas. The difficulty is that even if the equalities

$$(\lambda I - (A_1 + iA_2))\mathcal{W}_A(\varphi_\lambda) = \mathcal{W}_A(\varphi_\lambda)(\lambda I - (A_1 + iA_2)) = I$$

are valid for $\lambda \in \mathbb{C}$ with $|\lambda|$ sufficiently large, there is no guarantee that the equalities hold for all $\lambda \in \mathbb{C} \setminus j\gamma(A)$ by analytic continuation, because $\mathbb{C} \setminus j\gamma(A)$ may have a bounded component as well as an unbounded component. An example of two $(3 \times 3)$ matrices in which this phenomenon occurs is exhibited in [7, Figure 3].

The remedy, given in the proof of Theorem 1 below, is to prove equation (4) for all large enough elements $\lambda$ of a higher dimensional complex algebra $\mathcal{A}$ in which $\mathbb{C}$ is embedded. Because the compact set $j\gamma(A) \subset \mathbb{C}$ cannot disconnect $\mathcal{A}$, formula (3) follows by analytic continuation. Although formula (3) makes no reference to Clifford algebras, a natural candidate for $\mathcal{A}$ is the four dimensional Clifford algebra $\mathbb{C}_2(2)$ of complex quaternions.

In Theorem 1, a more general result is proved for bounded linear operators $A_1, A_2$ with the property that $\sigma(A_1\xi_1 + A_1\xi_2)$ is real for all $\xi_1, \xi_2 \in \mathbb{R}$, for example,
selfadjoint operators on a Hilbert space. There is a functional calculus for such operators [4] using the techniques of Clifford analysis, to which we now turn.

2. CLIFFORD ANALYSIS

The great advantage of Clifford analysis over the theory of functions of several complex variables is apparent by comparing higher dimensional analogues of the Cauchy integral formula in each theory. For integral representation formulae of functions of several complex variables, see [8]. Let \( \mathbb{C}_n \) be the Clifford algebra generated over the field \( \mathbb{C} \) by the standard basis vectors \( e_0, e_1, \ldots, e_n \) of \( \mathbb{R}^{n+1} \) with conjugation \( u \mapsto \pi \). When \( n = 2 \), we obtain the 4-dimensional complex algebra of quaternions spanned by \( (e_0, e_1, e_2, e_3) = (1, i, j, k) \).

The generalized Cauchy-Riemann operator is given by \( D = \sum_{j=0}^{n} e_j \frac{\partial}{\partial x_j} \). Let \( U \subset \mathbb{R}^{n+1} \) be an open set. A function \( f : U \to \mathbb{C}_n \) is called left monogenic if \( Df = 0 \) in \( U \) and right monogenic if \( fD = 0 \) in \( U \). The Cauchy kernel is given by
\[
G_\omega(x) = \frac{1}{\sigma_n} \frac{\omega - x}{|\omega - x|^{n+1}}, \quad \omega, x \in \mathbb{R}^{n+1}, \omega \neq x,
\]
with \( \sigma_n = 2\pi^{\frac{n+1}{2}} / \Gamma(\frac{n+1}{2}) \) the volume of unit \( n \)-sphere in \( \mathbb{R}^{n+1} \). So, given a left monogenic function \( f : U \to \mathbb{C}_n \) defined in an open subset \( U \) of \( \mathbb{R}^{n+1} \) and an open subset \( \Omega \) of \( U \) such that the closure \( \overline{\Omega} \) of \( \Omega \) is contained in \( U \), and the boundary \( \partial \Omega \) of \( \Omega \) is a smooth oriented \( n \)-manifold, then the Cauchy integral formula
\[
f(x) = \int_{\partial \Omega} G_\omega(x) n(\omega) f(\omega) \, d\mu(\omega), \quad x \in \Omega
\]
is valid. Here \( n(\omega) \) is the outward unit normal at \( \omega \in \partial \Omega \) and \( \mu \) is the volume measure of the oriented manifold \( \partial \Omega \).

By analogy with formula (1), one would like to define
\[
f(A) = \int_{\partial \Omega} G_\omega(A) n(\omega) f(\omega) \, d\mu(\omega)
\]
for the pair \( A = (A_1, A_2) \) of bounded linear operators on a Banach space \( X \). Under the assumption that \( \sigma(A_1 \xi_1 + A_2 \xi_2) \) is real for all \( \xi_1, \xi_2 \in \mathbb{R} \), we define
\[
G_\omega(A) = -\frac{\text{sgn}(y_0)}{8\pi^2} \int_{S_1} (\langle yI - A, s \rangle - y_0 sI)^{-2} \, ds
\]
for \( \omega = y_0 e_0 + y, \ y_0 \in \mathbb{R} \setminus \{0\}, \ y \in \mathbb{R}^2 \) [6, Lemma 2.5]. Here \( S_1 \) is the unit circle centred at zero and \( ds \) is arclength measure.

The expression \( (\langle yI - A, s \rangle - y_0 sI)^{-2}, \ s \in S_1 \), is understood in the sense of inversion in the module \( \mathcal{L}(X) \otimes \mathbb{C}_2 \), that is,
\[
(\langle yI - A, s \rangle - y_0 sI)^{-2} = \left( (\langle yI - A, s \rangle + y_0 sI)^2 (\langle yI - A, s \rangle^2 + y_0^2 I)^{-2} \right) \left( (\langle yI - A, s \rangle^2 - y_0^2 I) - 2 sy_0 (\langle yI - A, s \rangle) (\langle yI - A, s \rangle^2 + y_0^2 I)^{-2} \right).
\]
Theorem 1. For all $A$ of the Euclidean norm of $x \in X$, the calculation makes sense provided that $x \in X$. Moreover, if a series expansion for large $|\omega|$, it suffices to check that the function $(t, y) \mapsto G_{y + y_0e_0}(tA)$ satisfies a differential equation whose solution is given by the correct expansion at $t = 1$ [6, Lemma 2.5]. Then the set $\gamma(A)$ of singularities of $\omega \mapsto G_{\omega}(A)$ is a nonempty compact subset of $\{0\} \times \mathbb{R}^2 = \mathbb{R}^2$.

In the case that $f$ is a complex-valued analytic function of two real variables in an open neighbourhood of the compact subset $\gamma(A)$ of $\mathbb{R}^2$, we obtain an operator $f(A) \in \mathcal{L}(X)$ from formula (6) by extending $f$ monogenically to an open neighbourhood of $\{0\} \times \gamma(A)$ in $\mathbb{R}^3$ [6, Theorem 3.5 (iv)].

The subset $\gamma(A)$ of $\mathbb{R}^2$ is the monogenic spectrum of the pair $A = (A_1, A_2)$. In the case that $A_1, A_2$ are selfadjoint, $\gamma(A)$ coincides with the support of the Weyl functional calculus for $A$ [5]. As is usual in spectral theory, $\gamma(A)$ is just the set of singularities of the Cauchy kernel $\omega \mapsto G_{\omega}(A)$ in the same way that the spectrum of a single operator is the set of singularities of its resolvent family. Some facts about the monogenic functional calculus and its application to operator theory and PDE are collected in [4].

3. THE RIESZ-DUNFORD AND MONOGENIC FUNCTIONAL CALCULI

Let $J : \mathbb{R}^2 \to \mathbb{C}$ be an affine map given by $J(x_1, x_2) = ax_1 + bx_2 + c$, $x_1, x_2 \in \mathbb{R}$, for some complex numbers $a, b, c$. For any pair $A = (A_1, A_2)$ of bounded linear operators acting on the Banach space $X$, abusing the notation, we write $JA$ for the linear operator $aA_1 + bA_2 + cI$. For any subset $B$ of $\mathbb{R}^2$, the image $\{Jx : x \in B\}$ of $B$ by $J$ is written as $JB$.

A basic property of the Clifford algebra $\mathbb{C}_n$, $n = 1, 2, \ldots$, is that a nonzero vector $x \in \mathbb{C}^{n+1}$ is invertible in $\mathbb{C}_n$, for we may write $x^{-1} = \overline{x}/|x|^2$. Expressing $x \in \mathbb{C}^{n+1} \setminus \{0\}$ as $x = z_0e_0 + z_1e_1 + \cdots + z_ne_n$, the conjugate vector $\overline{x}$ is given by $\overline{x} = \overline{z_0e_0} - \overline{z_1e_1} - \cdots - \overline{z_ne_n}$ and $|x|^2 = |z_0|^2 + |z_1|^2 + \cdots + |z_n|^2 = x\overline{x}$ is the square of the Euclidean norm of $x$.

**Theorem 1.** Let $A_1, A_2$ be bounded linear operators acting on the complex Banach space $X$ with the property that $\sigma(A_1\xi_1 + A_2\xi_2) \subset \mathbb{R}$ for all $\xi \in \mathbb{R}^2$. Let $\gamma(A)$ be the monogenic spectrum of the pair $A = (A_1, A_2)$ and let $J : \mathbb{R}^2 \to \mathbb{C}$ be an affine map.

For every $\lambda = \lambda_0e_0 + \lambda_1e_1 + \lambda_2e_2 \in \mathbb{C}^3$, let

$$\varphi_\lambda(x) = (\lambda - (Jx)e_0)^{-1} \in \mathbb{C}_n$$

for all $x = (x_1, x_2) \in \mathbb{R}^2$ such that $(Jx)e_0 \neq \lambda$.

Then $\lambda - (JA)e_0$ is invertible in $\mathcal{L}(X) \otimes \mathbb{C}_n$ for every $\lambda \in \mathbb{C}^3 \setminus J\gamma(A)$. Moreover, if $\varphi_\lambda(A)$ is defined by formula (6) for $\lambda \in \mathbb{C}^3 \setminus J\gamma(A)$, then the equality

$$\varphi_\lambda(A) = (\lambda - (JA)e_0)^{-1}, \quad \lambda \in \mathbb{C}^3 \setminus J\gamma(A),$$

is satisfied.
is valid. In particular, \( \sigma(JA) \subset J\gamma(A) \).

**Proof.** For each \( j = 1, 2 \), the unique left and right monogenic extension of the coordinate function \( x \mapsto x_j, x \in \mathbb{R}^2 \), is \( \omega \mapsto \omega_j e_0, \omega = (\omega_0, \omega_1, \omega_2) \in \mathbb{R}^3 \).

Suppose that \( a, b, c \) are complex numbers for which \( J(x_1, x_2) = ax_1 + bx_2 + c \) for all \( x_1, x_2 \in \mathbb{R} \). For every \( \lambda = \lambda_0 e_0 + \lambda_1 e_1 + \lambda_2 e_2 \in \mathbb{C}^3 \), let \( \hat{\varphi}_\lambda \) be the \( \mathbb{C}(2) \)-valued function given by

\[
\hat{\varphi}_\lambda(\omega) = \frac{(\lambda - a(\omega_1 e_0 - \omega_0 e_1) - b(\omega_2 e_0 - \omega_0 e_2) - ce_0)^{-1}}{\lambda_0 - (a \omega_1 + b \omega_2 + c) e_0 - \lambda_1 - a \omega_0 e_1 - \lambda_2 - b \omega_0 e_2}
\]

for all \( \omega = (\omega_0, \omega_1, \omega_2) \in \mathbb{R}^3 \) for which the denominator is nonzero.

The restriction of \( \hat{\varphi}_\lambda \) to \( \mathbb{R}^2 \) is equal to \( \varphi_\lambda \), that is, on putting \( \omega_0 = 0 \). For each \( \lambda \in \mathbb{C}^3 \setminus J\gamma(A) \), the function \( \varphi_\lambda \) takes its values in the linear subspace spanned by \( e_0, e_1, e_2 \) in \( \mathbb{C}(2) \) and is left and right monogenic in an open neighbourhood \( U_\lambda = \{(\omega_0, \omega_1, \omega_2) \in \mathbb{R}^3 : |\lambda_0 - (a \omega_1 + b \omega_2 + c)|^2 + |\lambda_1 - a \omega_0|^2 + |\lambda_2 - b \omega_0|^2 > 0 \} \) of \( \{0\} \times \gamma(A) \) in \( \mathbb{R}^3 \).

Let \( \Omega \) be any open subset of \( U_\lambda \) in \( \mathbb{R}^3 \) containing \( \{0\} \times \gamma(A) \) such that the closure \( \overline{\Omega} \) of \( \Omega \) is contained in \( U_\lambda \), and the boundary \( \partial \Omega \) of \( \Omega \) is a smooth oriented \( n \)-manifold. Then the operator \( \varphi_\lambda(A) := \hat{\varphi}_\lambda(A) \) is defined by the Cauchy integral formula (6).

The Neumann series expansion

\[ \lambda^{-1} I + \sum_{k=1}^{\infty} \lambda^{-(k+1)} (JA)^k \]

of \( (\lambda I - (JA)e_0)^{-1} \) converges in \( \mathcal{L}(X) \otimes \mathbb{C}(2) \) for \( \lambda \in \mathbb{C}^3 \) with \( |\lambda| \) large enough. Moreover, the sums

\[
\varphi_\lambda(x) = \sum_{k=0}^{\infty} \lambda^{-(k+1)} (Jx)^k
\]

\[
\hat{\varphi}_\lambda(\omega) = \sum_{k=0}^{\infty} \lambda^{-(k+1)} (a(\omega_1 e_0 - \omega_0 e_1) + b(\omega_2 e_0 - \omega_0 e_2) + ce_0)^k
\]

converge uniformly in \( \mathbb{C}(2) \) as \( x \in \mathbb{R}^2 \) and \( \omega \in \mathbb{R}^3 \) range over compact sets and \( \lambda \) is outside a sufficiently large ball in \( \mathbb{C}^3 \). For each \( k = 0, 1, \ldots \), set

\[
p_k(x) = (Jx)^k, \quad x \in \mathbb{R}^2,
\]

\[
\tilde{p}_k(\omega) = (a(\omega_1 e_0 - \omega_0 e_1) + b(\omega_2 e_0 - \omega_0 e_2) + ce_0)^k, \quad \omega \in \mathbb{R}^3.
\]

Then \( \tilde{p}_k \) is the unique left and right monogenic extension of the polynomial \( p_k \) to all of \( \mathbb{R}^3 \), for each \( k = 0, 1, \ldots \).
Now $\varphi_\lambda(A) = \tilde{\varphi}_\lambda(A)$, by definition, for all $\lambda \in \mathbb{C}^3 \setminus J_\gamma(A)$. According to [6, Theorem 3.5 (ii)], the equality
\[
p_k(A) = \tilde{p}_k(A) = (JA)^k
\]
holds for all $k = 0, 1, 2, \ldots$, so by the continuity of the monogenic functional calculus $f \mapsto f(A)$ [6, Proposition 3.3], we have
\[
\varphi_\lambda(A) = \lambda^{-1}I + \sum_{k=1}^{\infty} \lambda^{-(k+1)}(JA)^k = (\lambda I - (JA)e_0)^{-1},
\]
that is,
\[
(\lambda I - (JA)e_0)\varphi_\lambda(A) = \varphi_\lambda(A)(\lambda I - (JA)e_0) = I, \tag{9}
\]
for all $\lambda \in \mathbb{C}^3$ with $|\lambda|$ sufficiently large.

The linear operator $\varphi_\lambda(A)$ is defined by formula (6) for all $\lambda \in \mathbb{C}^3 \setminus J_\gamma(A)$ and by differentiation under the integral (6), we see that $\lambda \mapsto \varphi_\lambda(A)$, $\lambda \in \mathbb{C}^3 \setminus J_\gamma(A)$, is a holomorphic $\mathcal{L}(X) \otimes \mathbb{C}(2)$-valued function. Because $\mathbb{C}^3 \setminus J_\gamma(A)$ is a connected set, it follows that equation (9) holds for all $\lambda \in \mathbb{C}^3 \setminus J_\gamma(A)$, so that $\varphi_\lambda(A) = (\lambda I - (JA)e_0)^{-1}$. In particular, equation (9) holds for all $\lambda = \lambda_0 e_0$ with $\lambda_0 \in \mathbb{C} \setminus J_\gamma(A)$ and the resolvent set of the bounded linear operator $JA$ contains $\mathbb{C} \setminus J_\gamma(A)$. □

Applying Theorem 1 to the usual identification of the plane $\mathbb{R}^2$ with $\mathbb{C}$, we have the following improvement of [1, Theorem 5.1].

**Corollary.** Let $A_1, A_2$ be bounded linear operators acting on the Banach space $X$ with the property that $\sigma(A_1 \xi_1 + A_2 \xi_2) \subset \mathbb{R}$ for all $\xi \in \mathbb{R}^2$. Let $\gamma(A)$ be the monogenic spectrum of the pair $A = (A_1, A_2)$ and let $j : \mathbb{R}^2 \to \mathbb{C}$ be defined by $j(x_1, x_2) = x_1 + ix_2$ for $x_1, x_2 \in \mathbb{R}^2$. Then $\sigma(A_1 + iA_2) \subset j_\gamma(A)$. Furthermore, if $f$ is a holomorphic function defined in a neighbourhood $U$ of $j_\gamma(A)$ in $\mathbb{C}$ and $(f \circ j)(A)$ is defined by formula (6), then
\[
(f \circ j)(A) = \frac{1}{2\pi i} \int_C (\lambda I - (A_1 + iA_2))^{-1} f(\lambda) \, d\lambda \tag{10}
\]
for any simple closed contour $C$ about $\sigma(A_1 + iA_2)$ contained in $U$.

**Proof.** The identification $j$ of $\mathbb{R}^2$ with $\mathbb{C}$ is an affine map, so the inclusion $\sigma(A_1 + iA_2) \subset j_\gamma(A)$ is a special case of Theorem 1. The equality (10) would follow from Runge’s Theorem, as in the proof of [1, Theorem 5.1], if $f$ were holomorphic on a simply connected domain containing $j_\gamma(A)$, but even for two $(3 \times 3)$ matrices, it may happen that $f$ is holomorphic on an open neighbourhood of $j_\gamma(A)$ that is not simply connected in $\mathbb{C}$, see [7, Figure 3]. The key is to approximate $f \circ j$ by monogenic polynomials in one higher dimension.
Let $H_M(\gamma(A))$ denote the space of all $\mathbb{C}$-valued functions which are real analytic in a neighbourhood of the compact subset $\gamma(A)$ of $\mathbb{R}^2$. We give $H_M(\gamma(A))$ the topology inherited from the space $M(\gamma(A), C(\mathbb{R}))$ of left monogenic functions defined in a neighbourhood of $\gamma(A)$ [4, Section 3.8] in which $H_M(\gamma(A))$ is embedded by the Cauchy-Kowalewski extension mapping [4, Section 3.5]. A sequence of functions $f_n$, $n = 1, 2, \ldots$, converges in $H_M(\gamma(A))$ if there exists an open neighbourhood $V$ of $\gamma(A)$ in $\mathbb{R}^{n+1}$ such that the left monogenic extension $\tilde{f}_n$ of $f_n$ to $V$ exists for each $n = 1, 2, \ldots$ and converges uniformly on compact subsets of $V$ as $n \to \infty$.

Let $\Gamma$ be a closed contour in $U$ such that $\Gamma$ winds once about each point $z \in j\gamma(A)$ but not around any point not in $U$. The function $\lambda \mapsto (\lambda - j(\cdot))^{-1}f(\lambda)$, $\lambda \in \Gamma$, is continuous from $\Gamma$ into $H_M(\gamma(A))$ because according to equation (8),

$$\lambda e_0 - (x_1 e_0 - x_2 e_1 + i(x_2 e_0 - x_0 e_2))$$

is invertible in $C(\mathbb{R})$ for all $\lambda \in \Gamma$ and all $x = (x_0, x_1, x_2)$ belonging to an open set in $\mathbb{R}^3$ containing $\{0\} \times \gamma(A)$. Let $T : \phi \mapsto \phi(A)$, $\phi \in H_M(\gamma(A))$, be the mapping defined by formula (6). According to [4, Proposition 4.19, Theorem 4.22], the linear mapping $T$ is continuous from $H_M(\gamma(A))$ into $L(X)$. An appeal to the complex Cauchy integral formula and properties of the Bochner integral (see [5] for a similar argument) give

$$(f \circ j)(A) = T(f \circ j) = \frac{1}{2\pi i} \int_\Gamma (\lambda - j(\cdot))^{-1}f(\lambda) d\lambda = \frac{1}{2\pi i} \int_\Gamma T((\lambda - j(\cdot))^{-1})f(\lambda) d\lambda = \frac{1}{2\pi i} \int_\Gamma T(\varphi(\lambda))f(\lambda) d\lambda = \frac{1}{2\pi i} \int_\Gamma (\lambda I - (A_1 + iA_2))^{-1}f(\lambda) d\lambda,$$

where the last equality follows from Theorem 1. The desired representation (10) now follows, because $\Gamma$ and $C$ are homologous in $U \setminus \sigma(A_1 + iA_2)$. \hfill \Box

**Example 1.** For the two Pauli matrices $A_1 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$ and $A_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, we have $\sigma(A_1 + iA_2) = \{0\}$ and $\gamma(A) = \{x \in \mathbb{R}^2 : |x| \leq 1 \}$ [4, Example 4.1].

**Example 2.** The pair $A = (A_1, A_2)$ of $3 \times 3$ matrices

$A_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -\frac{3}{7} \end{pmatrix}$, \quad $A_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}$,
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has a joint eigenvalue \((1, 0)\) and the reduced matrices

\[
A'_1 = \begin{pmatrix} -1 & 0 \\ 0 & -\frac{3}{2} \end{pmatrix}, \quad A'_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},
\]

may be expressed in terms of the identity matrix \(I\) and the Pauli matrices

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]

as \((A'_1, A'_2) = (\frac{1}{2}\sigma_3 - \frac{5}{2}I, \sigma_1)\). Let \(J : \mathbb{R}^2 \rightarrow \mathbb{R}^2\) denote the affine map \(J(x_1, x_2) = (\frac{1}{2}x_1 - \frac{5}{4}, x_2)\), \(x_1, x_2 \in \mathbb{R}\) and let \(D\) denote the closed unit disc centred at zero in \(\mathbb{R}^2\). Then \(\gamma(\sigma_3, \sigma_1) = D\) [4, Example 4.10]. By the invariance properties of the Weyl calculus [1], \(\gamma(A)\) is the union of the elliptical region \(JD\) centred at \((-\frac{5}{4}, 0)\) and the isolated point \(\{(1, 0)\}\). Because \(\sigma(A_1 + iA_2) = \{1, -\frac{5}{4} \pm \frac{\sqrt{15}}{4}i\}\) and \((-\frac{5}{4}, \pm \frac{\sqrt{15}}{4}) \in JD\), the spectrum \(\sigma(A_1 + iA_2)\) of \(A_1 + iA_2\) is contained in the image \(j\gamma(A)\) of \(\gamma(A)\) in \(\mathbb{C}\), see [7, Figure 2].

**Example 3.** The pair \(A = (A_1, A_2)\) of \(3 \times 3\) matrices

\[
A_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -\frac{3}{2} \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix}
\]

has no proper joint invariant subspaces, that is, there are no joint eigenvectors. The image \(j\gamma(A)\) of \(\gamma(A)\) in \(\mathbb{C}\) consists of the numerical range of the matrix \(A_1 + iA_2\) less an interior region bounded by straight lines \(jL_s\) satisfying \(\langle x, s \rangle \in \sigma(A_1s_1 + A_2s_2)\) for \(x \in L_s\) and \(s \in \mathbb{R}^2\) with \(|s| = 1\), see [7, Figure 3], from which it is clear that the eigenvalues \(\sigma(A_1 + iA_2) \approx \{0.6359991610, -1.067999581 \pm 1.103571734i\}\) of \(A_1 + iA_2\) are contained in \(j\gamma(A)\), as required by the Corollary to Theorem 1.
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